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Abstract 

            Clean drinking water access is essential for public health and regarded as a scarce resource 

for Indigenous communities in rural and remote areas. In this research, a new iron and manganese 

prediction method based on Data Augmentation and Machine Learning Algorithms to be applied 

to drinking water in BC’s First Nation communities is reported. GAN based modelling and NI-

BS-NI based modelling were developed to investigate the effects of different data augmentation 

methods and predictors for iron and manganese prediction results. Reliable synthetic data was 

obtained through both data augmentation methods, allowing 4 machine learning algorithms to 

predict iron and manganese utilizing 3 and 5 physical properties respectively. Compared with RF, 

XGB, and DT machine learning models, the GBR model showed the strongest fitting ability and 

accurate predictions for both NI-BS-NI based modelling and GAN based modelling in predicting 

iron and manganese, with the Train R2 and Test R2 of two models nearing 1, and all the RMSE 

scores are below 0.06. The decision-making tool developed using GAN technology is considered 

to have greater application potential due to its ability to provide accurate predictions while 

requiring only 3 input physical parameters. 
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Chapter 1 Introduction 

Ensuring the availability of safe drinking water is an essential concern for both 

public health and overall development (World Health Organization, 2023). The attainment 

of universal access to secure water and sanitation infrastructure remains an ongoing 

challenge, primarily attributable to historical differentials and the marginalization of 

distinct demographic cohorts (Brown et al., 2023). The current scarcity of drinking water 

resources is mainly manifested in the contamination of drinking water sources, uneven 

distribution of water resources, over exploitation of groundwater, inadequate sanitation 

facilities, and susceptibility to extreme weather events and changes in water circulation 

patterns (Patrick et al., 2019).  

Many Indigenous communities live in remote regions, resulting in comparatively 

greater challenges in accessing clean drinking water than residents in urban areas 

(Balasooriya et al., 2023). For example, there exists a significant disparity for Indigenous 

households in Canada. The likelihood of lacking access to clean drinking water is 90 times 

higher than non-Indigenous households (Wolfe, 2006; Balasooriya et al., 2023). These 

vulnerabilities do not stem from insufficient capacity or lack of interest within the 

communities, but rather as an outcome of the structural frameworks inherited from the 

colonial state (Baijius & Patrick, 2019; Wolfe, 2006). 

The quality of drinking water is a critical determinant of public health, and the 

presence of metals can significantly influence its overall safety and potability (Stride et al., 

2023). Indigenous communities emerge as particularly susceptible to exposure to toxic 

metals (Balasooriya et al., 2023; Navarro-Espinoza et al., 2021). It is worth mentioning 

that trace elements in water, such as iron (Fe), and manganese (Mn), are essential nutrients 



2 
 

required to maintain human metabolism in appropriate amounts. They are crucial for 

physiological metabolic processes of human activities and the human nervous system, and 

an excess or deficiency can potentially lead to health issue (Le Bot et al., 2016; Zoni & 

Lucchini, 2013). 

The methods commonly employed for quantifying metal concentrations in water 

predominantly rely on sophisticated laboratory instruments, such as Atomic Absorption 

Spectroscopy (AAS) and Inductively Coupled Plasma Mass Spectrometry (ICP-MS). 

Consequently, there are limitations imposed by experimental conditions, substantial 

instrument costs, and time consumption (Hu et al., 2019).  

Machine learning (ML) is a very powerful method for data analysis. Numerous 

models have been developed using ML algorithms for the analysis of water quality and 

water security issues (Azrour et al., 2022). ML is expected to serve as a viable alternative 

to traditional water sampling, especially in measuring challenging-to-assess water quality 

parameters (Chowdhury et al., 2009; Shahi et al., 2020). Water samples from Small, rural, 

and remote (SRR) communities necessitate transportation to analytical laboratories for the 

measurement of metal concentrations, entailing considerable investments in both time and 

financial resources (Mian et al., 2020). Hence, the search for an effective and resource-

efficient method to monitor the drinking water quality in First Nations SRR communities 

is a pressing concern and holds significance in addressing environmental injustices 

resulting from political and historical factors (Wolfe, 2006).  

In this study, the efficiency of diverse ML tree models was systematically examined 

for predicting metal concentrations based on water quality detection data collected from 

2019 to 2020. The employed ML algorithm was elucidated, followed by a comprehensive 
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explanation of the model prediction outcomes to understand the impact of various 

predictors on water quality fluctuations. The subsequent sections provided a thorough 

discussion of the results for comparative analysis. There are two objectives in this study. 

Firstly, it aims to forecast the levels of iron and manganese utilizing data derived from 

primary indicators employed in water quality assessment. Through hyperparameter 

optimization, the ML model's parameters are fine-tuned and optimized to enhance 

predictive accuracy. Secondly, the study developed a graphical user interface employing 

optimal features and ML algorithms within the Python programming framework to 

facilitate the prediction of iron and manganese content at sampling sites. 
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Chapter 2 Literature Review 

2.1 Overview of Canada's First Nations 

2.1.1 History and current situation 

2.1.1.1 History  

First Nations, Inuit, and Métis collectively fall under the term "Aboriginal" in 

Canada and are referred to as "Indigenous" globally (Woodcock, 1988). Typically, the term 

"First Nations" in Canada referred to communities residing south of the tree line, 

predominantly situated below the Arctic Circle (Assembly of First Nations, 2021). First 

Nations in Canada, historically referred to as "Indians," in contemporary discourse, many 

groups prefer the term "First Nations" as a more accurate and respectful alternative to 

"Indians" (Indigenous Foundations, 2009). Members of First Nations typically identify 

with their specific nation, such as Mohawk, Cree, Oneida, and others, emphasizing their 

unique cultural affiliations (Government of Canada, 2017). Unique social and cultural 

communities are formed by Indigenous Peoples. These areas have experienced historical 

displacements because of the colonial expansion in Europe (Kingsbury, 1998). They differ 

from the current dominant society in terms of cultural, economic, and political 

characteristics due to their distinct cultural and traditional knowledge that shapes their 

connections with the environment and the society (United Nations, 2023). First Nations 

communities in Canada have similarities to the Indigenous people of America and 

Australia with similar historical colonial backgrounds (Daley et al., 2018; Rowles III et al., 

2020). The historical legacies of colonialism and exclusion have led to widespread 
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challenges in poor governance and obstacles to resources access (Brown et al., 2023), 

including access to clean water which is a basic human right (United Nations, 2015). 

2.1.1.2 Population and distribution  

In 2021, the Indigenous population in Canada, numbering 1.8 million as 

enumerated during the census. This figure significantly surpasses both the count of First 

Nations people residing in Australia and New Zealand (Statistics Canada, 2022). 

Presently, Canada acknowledges 617 officially recognized First Nations 

governments or bands, with approximately 50% distributed in the provinces of Ontario and 

British Columbia (BC) (Figure 2.1) (Government of Canada, 2017).  

 

Figure 2.1 Distribution of FNs communities in Canada 
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2.1.2 First Nations communities in BC 

This study utilizes water quality data from five different FN communities 

distributed across various regions in BC, Canada to predict metal content in First Nations 

regions, especially SRR communities in BC by using ML models. FN communities are 

typically located in small rural and remote areas, characterized by dispersed rural living 

patterns (Baijius & Patrick, 2019).  

2.1.3 Drinking water quality and security  

High-income countries like Canada and the United States exhibit differences in 

universal water access, primarily stemming from the scale and geographical distribution of 

drinking water, issues related to racial wealth disparities, identity, and institutionalized 

marginalization structures (Meehan et al., 2020). The dispersed rural living patterns of FNs 

often results in inadequate infrastructure, aging water treatment equipment, and distance 

from urban areas collectively contributing to the challenges in accessing clean drinking 

water. A significant number of individuals in FNs communities, especially SRR 

communities, lack access to an adequate supply of quality tap water in their households 

even though tap water is the main source of drinking water in Canada. However, the crisis 

of water insecurity faced by Indigenous families in Canada remains insufficiently 

investigated (Duignan et al., 2022). As of October 25, 2021, long-term drinking water 

advisories persist in 31 communities, affecting 43 small water systems on First Nations 

reserves (Government of Canada, 2023). In British Columbia, 19 SRR First Nations 

communities face three water quality advisories, eight boil water advisories (mainly due to 

E. coli contamination), and ten "do-not-consume" advisories as of September 2021 

(McLeod et al., 2020; First Nations Health Authority, 2023). Several first nation remote 
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communities in British Columbia, Canada, have experienced issues such as poor aesthetic 

properties, the presence of coliforms, and elevated concentrations of metals (Hu et al., 

2022).  

A common water infrastructure widely used in many First Nations communities is 

a concrete-constructed household water cistern. A truck driving through the community 

from the water treatment plant provides water to each household's water tank weekly 

(McLeod et al., 2014). Aging and undisinfected tanks and trucks can cause possible 

contamination of drinking water. Winter freezing and thawing events lead to concrete 

household water tank damages, allowing pollutants like organic matter and rodents to 

infiltrate, causing drinking water insecurity, thereby compromising the safety of drinking 

water (Baijius & Patrick, 2019). Currently, residents of LTFN rely on bottled water, which 

is replenished every two weeks (Islam & Yuan, 2018; Pang et al., 2021). In a press 

conference held on November 19, 2021, the LTFN emphasized the urgent need for federal 

funding to ensure access to clean drinking water, stating, "We need to have water which is 

safe. There is no alternative." (Prince George Citizen, 2021).  

This predicament not only necessitates an escalation in governmental investment 

in water infrastructure but also imposes a substantial financial burden on public health 

protection (Li et al., 2021).  

 

2.2 Heavy metals: Iron and Manganese in Drinking Water 

Ensuring the safety of drinking water is essential as it serves as the foundation for 

human survival, ecological well-being, and agricultural systems. It is among the most 

important factors in guaranteeing proper functioning of human society (Schimpf & Cude, 



8 
 

2020). Common water pollutants can generally be classified based on the nature of 

pollutants into categories such as: organic pollutants, inorganic pollutants, and microbial 

pollutants (Martin & Johnson, 2012). Organic pollutants encompass various organic 

compounds originating from agriculture, industrial emissions, and urban sewage, including 

dissolved organic matter, fats, proteins, organic solvents, as well as volatile organic 

pollutants (VOCs) from processes like chemical manufacturing, petroleum refining, and 

printing. Microbial pollutants involve bacteria, viruses, and parasites from sewage, 

livestock farming, and agricultural runoff, potentially leading to the spread of waterborne 

diseases. One of the most significant inorganic pollutants is heavy metals, and certain 

heavy metals can cause serious harm, such as mercury, lead, cadmium, copper, and nickel, 

along with their compounds. 

2.2.1 Sources of iron and manganese 

2.2.1.1 Natural factors 

Iron and Manganese are abundant in nature, existing naturally in the water supply 

due to catchment and erosion. 

Iron is the fourth most abundant element in the Earth's crust (Sun et al., 2023). Iron 

in the Earth's crust enters underground water and groundwater through the following three 

routes: 

a. The oxide of divalent iron in the rock layer is converted into soluble iron by the 

groundwater containing carbonation. 

b. The oxide of tri-iron is reduced to divalent iron and then is dissolved in the 

underground water body by carbonic acid. 
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c. There is a large amount of organic matter in the underground environment, such 

as organic acids, which can dissolve iron. 

The source of manganese and its distribution in the environment are also very 

extensive (Teng et al., 2001), being present in almost all rocks. Manganese is released from 

the native minerals after weathering and combining with some oxygen-containing ions or 

molecules to form secondary minerals. Under the condition that the soil environment is 

acidic (PH < 5.5), these secondary minerals are dissolved into soluble manganese and some 

of them will penetrate the water (Zhai et al., 2021). 

2.2.1.2 Human action factors 

However, with the rapid development of global industry, the accumulation and 

cycling of heavy metal elements in ecosystems have been induced by anthropogenic 

interventions. Substantial pollution hazards to the environment have resulted from the 

emissions of heavy metals in industrial processes, including waste gases, wastewater, and 

waste residues generated in various industrial activities namely ore extraction, alloy 

smelting, leather manufacturing, electroplating, battery production, plastic manufacturing, 

ceramic firing, paper printing, fossil fuel combustion, and chemical textile processes (Lim 

& Aris, 2014; R. Singh et al., 2011; Yeganeh et al., 2023). After the untreated discharge of 

such waste, heavy metal emissions in the atmosphere can settle into water bodies through 

precipitation and atmospheric deposition. The waste residue deposited in the soil also 

pollutes the surface water and groundwater through surface runoff, soil erosion, seepage 

and infiltration. Consequently, heavy metals continue to accumulate in aquatic ecosystems 

(Ayangbenro & Babalola, 2017). In certain situations, iron, as a metal used in the 
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manufacturing of pipes and faucet components within water supply systems, may be 

released into tap water (Veschetti et al., 2010).  

2.2.2 Impact of iron and manganese  

2.2.2.1 Human health concerns 

Heavy-metal-induced water pollution poses severe environmental challenges and 

hazards to the entire ecosystem. As persistent and toxic pollutants, heavy metals，can be 

transmitted through the food chain into human bodies. Proteins and biocatalysts in human 

tissues can react with heavy metal ions entering the body, leading to their aggregation and 

structural changes that result in loss of activity. Meanwhile, heavy metal ions continue to 

accumulate in the human body until their concentration reaches or exceeds the 

detoxification threshold of human organs (Briffa et al., 2020). This accumulation leads to 

pathological changes in human organs, causing acute or chronic poisoning, even 

carcinogenic. Additionally, they can migrate into animals and human bodies through 

respiration, contact, and other pathways, exerting irreversible toxic effects and causing 

functional damage (Gumpu et al., 2015b). Compared to other pollutants, heavy metals in 

water exhibit more noticeable latency, toxicity, and recalcitrance. They can invade the 

human body directly or indirectly by drinking and skin infiltration, accumulating in organs 

such as the kidneys and liver (Jaishankar et al., 2014; Singh et al., 2023; Zhang et al., 2023). 

Iron and manganese are indispensable elements in human physiological 

metabolism. However, the excessive concentration of these two elements will lead to 

human metabolic disorders and induce various diseases (Gumpu et al., 2015a; Valko et al., 

2005). The maximum concentration for manganese allowed in drinking water is 0.12mg/L 

and 0.3 mg/L for iron, based on Guidelines for Canadian Drinking Water Quality (Health 
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Canada, 2019). The standard of drinking water in the world clearly stipulates the content 

of iron and manganese: the sum of iron content is 0.3 mg/L, and the allowable 

concentration of manganese is 0.1 mg/L (World Health Organization, 2017).  

 Persistent intake of water with excessive iron content can lead to chronic poisoning. 

Symptoms include significant iron deposits in the liver and spleen, and may also result in 

osteoporosis, cirrhosis, coronary heart disease, diabetes, and reduced insulin secretion, 

thereby causing disruptions in carbohydrate metabolism in the human body.  

Manganese exhibits higher toxicity in its divalent state compared to trivalent 

manganese, potentially leading to conditions such as tremor paralysis, memory decline, 

and pneumonia. Elevated manganese levels can also have adverse effects on the central 

nervous system, initially manifesting as neurasthenia and dysfunction in the autonomic 

nervous system and potentially development of Parkinson's syndrome in the later stages, 

along with certain impacts on reproductive capacity and cognitive functions (Kim et al., 

2022). Data from surveys suggests that workers in manganese mines are susceptible to 

severe mental disorders resembling schizophrenia. Additionally, cases of illness and 

fatalities have been reported among residents in the outskirts of Tokyo, Japan, who 

consumed well water contaminated with manganese. 

2.2.2.2 Impact on drinking water 

Metals such as lead, arsenic, copper, and chromium can find their way into drinking 

water sources through geological processes, industrial discharges, or aging infrastructure. 

Their presence, even in trace amounts, can have profound effects on human health and 

ecosystems (Lu et al., 2015). The main concern of iron and manganese in drinking water 

is their effects on drinking water taste, odor and color (Schwartz et al., 2021). The Canadian 
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drinking water guidelines state that manganese in drinking water requires supervision 

according to health risks and aesthetic considerations (Health Canada, 2021). Aesthetic 

objective (AO) or recommended value for Fe and Mn is specified in water quality 

guidelines (Hu et al., 2022). The amount of manganese will directly affect the chromaticity 

of the water. If the iron concentration in water surpasses 0.3 mg/L, the water turns cloudy, 

and when it is more than 1 mg/L, the water develops an iron-like taste. When the content 

of manganese in the water is above 0. 5mg/L, the water produces a special odor and an 

unpleasant color. The occurrence of phenomena like "red water" and "black water" is 

attributed to water with elevated levels of manganese and iron. According to CBC News, 

in Cape Breton FN reserve, the excess Mn and Fe concentrations caused the aesthetic 

objectives for drinking water stated in the Canadian guidelines were substandard and 

received the "do-not-consume" advisory. Members in Cape Breton FN reserve seriously 

protested the dark, odor tap water. Additionally, the specific conditions under which 

manganese causes coloration can vary, including factors such as pH, oxygen levels, and 

the presence of other minerals in the water. From a sensory perspective, washing clothes 

and utensils with water containing high levels of iron and manganese can easily lead to 

discoloration, affecting functionality and aesthetics (Meena et al., 2005). When iron and 

manganese accumulate significantly in water supply pipelines, the transport capacity of the 

pipeline is significantly reduced due to blocked water pipes (Tremblay et al., 1998). 

A study indicated 4% of the surveyed FNs households across Canada showed 

manganese concentrations in stagnant (first draw) or flushed tap water that exceeded the 

health-based maximum acceptable concentration (MAC) defined by the 2019 Guidelines 

for Canadian Drinking Water Quality (Health Canada, 2019). The fact is 12.8% of 
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households had manganese concentrations higher than the AO in their flushed tap water, 

in addition, 3.5% of households had iron levels over the AO (Schwartz et al., 2021). A 

survey was done in metropolitan France questioning families with children aged 6 months 

up to 6 years. The results showed that the concentration of Mn and Fe in the tap water was 

so high that at bare minimum the readings exceeded at least one of the highest-level 

regulations set by regulatory authorities (Le Bot et al., 2016). Lheidli T’enneh First Nation 

community (Prince George, British Columbia) expressed apprehension regarding the 

presence of excessive iron and manganese in their drinking water. The concern stems from 

the consistent failure of the treatment systems to meet the manganese or hardness treatment 

objectives, even after the modification of the existing equipment settings in August 2021, 

which still did not lead to proper treatment.  

2.2.3 Current detection approaches  

2.2.3.1 Field sampling and analysis  

This conventional method for directly measuring metal concentrations in water 

samples involves on-site collection of water samples, followed by analysis using laboratory 

instruments. At present, the laboratory instrument analysis methods mainly include Atomic 

Fluorescence Spectrometry (AFS) (Fernández-Martínez et al., 2015), Atomic Absorption 

Spectrometry (AAS) (Bua et al., 2016), Inductively Coupled Plasma Atomic Emission 

Spectroscopy (ICP-AES) (Zhao et al., 2015) and Inductively Coupled Plasma Mass 

Spectrometer (ICP-MS) (Deng et al., 2018). These methods can quantify heavy metals 

accurately, but the pretreatment processes are inconvenient, costly, and require a wide 

range of operational expertise. 
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2.2.3.2 Sensor technologies 

Sensor technology involves sensors and monitor devices for monitoring water 

quality on site and recording real-time water data. Due to the strength of this method, such 

as immediacy, portability, and high selectivity for specific metals, sensor technology has 

been widely used in the field of identifying metal ions and detecting the variation of metal 

concentration. However, several challenges obstruct promoting the applications, including 

the expense of instrumentation and the maintenance of the sensor for the reason to ensure 

the sensitivity and reliability.  

Microbial electrochemical sensors characterize the concentration of heavy metals 

by exploiting the property of a decline in electrochemical activity in bacteria under the 

influence of heavy metals, resulting in a degradation of their output electrical signals 

(Wang et al., 2020). Electrochemical sensors based on metal-organic frames (MOF) can 

achieve robust, sensitive, selective and reliable sensing of metal ions (Shafqat et al., 2023). 

Nanomaterials-based chemical sensors are widely employed as effective analytical tools 

for the detection of heavy metal ions. They exhibit characteristics such as high sensitivity, 

portability, overall optimized detection capability and performance (Alias et al., 2020; 

Rasheed et al., 2022). In addition to simple and reliable electrochemical methods, there are 

spectroscopic and optical methods applied for sensing of metal ions (Harrington et al., 

2011). 

2.2.3.3 Modelling and simulation 

Multiple models, such as hydrogeological or mathematical models, combined with 

sampled data and Geographic Information Systems (GIS), have been utilized to simulate 

metal distribution and predict the metals concentration in water bodies (Motovilov & 
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Fashchevskaya, 2021). In academic field, integrating various modelling strategies has been 

commonly introduced to acquire comprehensive and reliable results. Hydrodynamic 

models simulate hydrodynamic processes such as water flow, dissolution phenomena, 

sedimentation, and the transport of suspended particles to infer the transport and 

distribution patterns of heavy metals in water. Artificial intelligence models leverage 

techniques such as ML and deep learning to recognize complex patterns within water 

quality data, facilitating the prediction of heavy metal concentrations in water. Back 

propagation neural network (BPNN) was applied in heavy metal concentration prediction 

in the Qinghai-Tibet Plateau basin. The model predicted the content of 4 heavy metals (As、

Sb、Mo、Mn), while pH, dissolved oxygen (DO), conductivity (EC), total phosphorus 

(TP) and iron (Fe) were used as the input values (Xiao et al., 2023). 

ML models have become a hot topic in recent years for predicting water quality, 

although, there is a dearth of research specifically addressing the prediction of heavy metal 

concentrations. The introduction to ML is developed in detail in the next section. 

  

2.3 Machine learning overview 

2.3.1 Models introduction 

This study presents a new framework based on data augmentation algorithm, which 

combines recent water quality data from SRR First Nation areas in BC and 4 ML models, 

and the importance information of relevant features can be effectively captured, thus 

improving prediction accuracy. The following are the main concepts and components of 

ML: 
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a. Training Data: The training process of a ML model relies on extensive data. This 

data contains information relevant to the task the model needs to learn. 

b. Features: Features are critical attributes that describe the data. In ML, selecting 

and extracting appropriate features is crucial for the performance of the model. 

c. Model: A model is a mathematical representation used to capture patterns within 

the data. The choice of the model can be varied, such as classification, regression, or 

clustering. 

d. Training: During the training phase, the model learns patterns and relationships 

from the training data. This typically involves adjusting the model's parameters to 

accurately represent the data. 

e. Testing and Validation: After training, the model needs to be validated using test 

data. This helps assess the model's generalization ability. 

f. Prediction and Decision: Once training is complete, the model can be utilized to 

make decisions on given data. This is the goal of ML. 

The following are presented to the four ML models used in this study. 

2.3.1.1 Random Forest (RF) 

Random Forest (RF), as depicted by Figure 2.2, employs decision trees as sub-

classifiers through an ensemble learning approach, combining multiple decision trees to 

form the Random Forest. In Random Forest, the original dataset is partitioned into multiple 

subsets, and each decision tree’ sub-classifier employs a distinct method of optimal 

attribute splitting. This ensures that each tree's training process yields different results, 

guaranteeing their distinctiveness. 
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 It is described as an improvement upon Bagging (Bootstrap Aggregating), with a 

key distinction lying in the introduction of random feature selection. During selecting split 

points for each decision tree, RF randomly chooses a subset of features and then performs 

traditional split point selection on this subset. In addition, compared to Bagging, RF shows 

rapid training process and better generalization ability, benefiting from its flexibility 

feature (Lin et al., 2017).  

  

Figure 2.2 Structure of Random Forest 

2.3.1.2 Extreme Gradient Boosting (XGB) 

XGB uses multiple decision trees to show a distributed gradient boosting model. 

This model is well optimized within the gradient boosting framework. This is done to 

improve and achieve efficiency, flexibility and portability. Regularization terms are 

introduced to the objective function to reduce the variation between models; namely, it 

reduces issues with overfitting as models learn in a simpler manner. This model takes 

inspiration from Random Forest’s approach wherein it supports column sub-sampling with 

faster computation as a result (Revathi et al., 2020). 
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2.3.1.3 Decision Tree (DT) 

Decision Tree is the most common ML model as it is built on tree-based models 

that employ logic to predict an outcome. DT and its variations represent an alternate type 

of algorithms, each with individually parameterized algorithms (Liu et al., 2024). DT is a 

tree like structure with 3 main node types, which represents a process to contrast varying 

values on a data sheet of attributes, in turn determining the trend for the following decision 

step. State nodes represent values expected of an alternate solution, and by comparing the 

nodes an optimized result is found and selected. Through such algorithms attributes are 

divided and a DT’s construction is completed through recursion. Additionally, during 

construction branching can be paused by pre- or post-running and prevent overfitting 

phenomena from occurring (Ahmad et al., 2018). 

2.3.1.4 Gradient Boosting Regression (GBR) 

Gradient Boosting Regression (GBR) is an enhancement learning algorithm based 

on DR, specifically made to solve regression problems. GBR has been shown to be 

particularly effective in altering prediction accuracy compared to only utilizing DT. The 

core fundamentals of GBR entail the initial training of a DT model on the dataset, followed 

by putting residual information within the training set. GBR trains following DT models 

through successive generations, merging them into existing models, following this it 

systematically adjusts the prediction results, while reducing errors from residual 

information. The final regression is the sum of multiple previous regression algorithms (Lu 

et al., 2018), as shown in the formula (2-1): 

                                                                        (2.1) 

 The loss function for each weak classifier is defined as: 
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                                                                                                                            (2.2)                                                                                                                        

 
Where m represents the number of training iterations, x stands for the input data, 

and θm is the distribution weight vector. The model trains M times, with each iteration 

yielding a weak regression function T. Fm-1(xi) represents the current model. 

2.3.2 Application of the machine model in water quality 

2.3.2.1 Water quality prediction 

Numerous models have been developed by using ML for the analysis of water 

quality and water security issues (Azrour et al., 2022). ML is expected to serve as a viable 

alternative to traditional water sampling, especially in measuring challenging-to-assess 

water quality parameters (Chowdhury et al., 2009; Shahi et al., 2020). In the field of water 

quality prediction, one of the most common research endeavors in ML is the prediction of 

Water Quality Index (WQI) (Aldhyani et al., 2020; Asadollah et al., 2021; Uddin et al., 

2022). A newly integrated ML model, known as Extra Trees Regression (ETR), is 

employed for predicting the monthly WQI values in the Lin Village River in Hong Kong. 

Monthly water quality data, comprising chemical indicators such as biochemical oxygen 

demand and nitrite-nitrogen, along with physical indicators such as pH, turbidity, and 

temperature, are used as input features to construct the predictive model (Asadollah et al., 

2021). Another study was explored to estimate the water quality index and water quality 

class (WQC) by ML, using four physical input parameters (Ahmed et al., 2019). ML also 

has a wide range of applications in predicting the chemical and physical eigenvalues of 

water bodies. The concentration of chlorophyll, DO, turbidity and conductivity were 

determined using an artificial neural network (ANN) algorithm with nonlinear 

autoregressive time series from a monitoring station in New York State (Khan & See, 2016). 
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In the Karouun River in southwest Iran, Mohammad Najafzadeh et al. (Najafzadeh & 

Ghaemi, 2019) used Multivariate Adaptive Regression Spline and Least Squares Support 

Vector Machine as water quality simulation methods to predict BOD5 and COD. Utilizing 

various artificial neural network (ANN) models, the weekly concentration of nitrate 

nitrogen in the Sangamon River, situated close to Decatur, Illinois was forecasted. Also, 

the comparison showed that artificial neural network (ANN) models are better developed 

than linear regression in their study (Markus et al., 2003). 

Additionally, utilizing sample data from 141 cases across small water distribution 

networks (SWDNs) and employing diverse ML methodologies, models were developed 

to predict three emerging disinfection byproducts (dichloroacetonitrile, chloropirrin, and 

trichloacetone) within SWDNs (Hu et al., 2023). Several ML models among other 

techniques, were constructed to predict 10 parameters related to irrigation water quality 

(IWQ) to assess the appropriateness of irrigation water (El Bilali & Taleb, 2020). Artificial 

neural network (ANN) has been utilized in an innovative way to predict water quality 

recovery, streamlining the resilience assessment process and obviating the need for 

parametric analyses traditionally employed in evaluating water quality recovery (Imani et 

al., 2021). 

2.3.2.2 Classification 

In the context of classification, ML can be categorized into supervised learning, 

semi-supervised learning, and unsupervised learning (The World Bank, 2021). When the 

training data includes corresponding labels, it is referred to as supervised learning, 

exemplified by algorithms such as Support Vector Machines and Random Forests. In cases 

where the training data lacks labels, it falls under the category of unsupervised learning, 
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which is used to explore the intrinsic structure of the data rather than predicting the specific 

output. If the training data consists of both labeled and unlabeled portions, it is termed as 

semi-supervised learning, with algorithms like self-training and co-training being relevant 

instances. 

In the realm of water quality classification, extensive efforts have been dedicated 

to the application of ML. Dezfooli et al. employed three models, namely Probabilistic 

Neural Network (PNN), k-Nearest Neighbors, and Support Vector Machine (SVM), to 

classify the water quality levels based on the water quality parameters of 172 water samples 

from the Karun River in Iran (Dezfooli et al., 2018). Another study employed the SVM 

and Attribute Reduction (AR) algorithms to classify the water quality of the Mekong River. 

The input data consisted of monitoring data from 2008 to 2019, including turbidity, salinity, 

total coliform bacteria, biochemical oxygen demand, dissolved oxygen, ammonia nitrogen, 

and total nitrogen et al. Research in Bangladesh calculated the water quality index using 

the Weighted Arithmetic Index method based on data obtained from the Ghorashal Lake. 

Subsequently, a Gradient Boosting Classifier method was employed to categorize water 

quality into five classes ranging from “Excellent” to “Unsuitable for drinking” (Al-

Razee et al., 2019). Another research used five ML classification methods, which were K 

nearest neighbors (K-Means), decision tree (DT), Naive Bayes, artificial neural network 

(ANN), and support vector machine (SVM), to predict WQC. The results showed that the 

decision tree and support vector machine classifier are the best prediction models with an 

error rate of 0% (Babbar & Babbar, 2017). 



22 
 

2.3.2.3 Heavy metals prediction 

Neural Networks (NN) possess proficient data mapping capabilities, while Support 

Vector Machines (SVM) excel in effectively mapping small-sample datasets. These two 

ML models are commonly employed in current research for predicting heavy metal content. 

ML for the prediction of heavy metals in soil has been studied in recent years. 

Utilizing the Random Forest (RF) model, the spatial distribution of soil-absorbable heavy 

metals in the arid regions of Iran for the years 1986, 1999, and 2010 was simulated. The 

results indicate that the RF model effectively predicts the distribution of heavy metals 

(Taghizadeh-Mehrjardi et al., 2021). In another study, the overall distribution of heavy 

metals in the soil in Hefei City, China, was predicted using RF, ANN, and SVM models. 

Soil characteristics, urbanization history, and the area of different land-use types were 

employed as predictive factors to estimate the concentrations of arsenic, zinc, lead, mercury, 

nickel, copper, chromium, and cadmium in the soil (Zhang et al., 2020).  

ML methods can also be used to predict metals in the air. Research has been 

conducted applying meteorological factors and particulate matter (PM) concentration as 

predictive factors. Utilizing Multiple Linear Regression (MLR), Backpropagation 

Artificial Neural Networks (BP-ANN), and SVM, in conjunction with air PM data 

collected from Nanjing, China, rapid predictions of size-classified metals have been 

achieved (Wang et al., 2017). Additionally, based on four ML methods—MLR, BP-ANN, 

SVM, and RF, utilizing meteorological data, atmospheric pollutant data, and PM 2.5 data 

from the northeastern region of China for the years 2013 to 2018, predictive models for 

metal concentrations in atmospheric PM 2.5 were established (Lyu et al., 2023).  
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ML can also be used to predict the concentration of heavy metals in living 

organisms and sediment. One study used multiple linear regression models (MLR) and RF 

methods to estimate heavy metal concentrations in the muscle and liver tissues of psetta 

maxima maeotica which is a subspecies of turbot known as "a suitable biological indicator 

of heavy metal contamination in aquatic environments" (Petrea et al., 2020). A study in 

China used artificial neural network and support vector machine to predict heavy metal 

concentrations in sediments in Chaohu Lake, China, and analyzed its ecological risk index 

(Li et al., 2021).  

However, the utilization of ML for predicting heavy metal concentrations in water 

bodies still lacks comprehensive research, primarily due to the limited availability of 

monitoring data. In Taihu region of China，Lu et al. used the physical and chemical 

indexes of surface water from drinking water sources, and combined ANN and SVM 

models to simulate dissolved substances, particulate matter and the concentration of heavy 

metals (Lu et al., 2019). Furthermore, in the southeastern part of Iran, research employed 

BPNN, generalized regression neural networks (GRNN), and MLR methods to predict the 

heavy metal concentrations (Cu, Fe, Mn, Zn) in the acid mine 

drainage of the Sarcheshmeh porphyry copper deposit, while pH, Mg concentration and 

sulfate content served as input indicators (Rooki et al., 2011). 

Currently, there is still a gap in predicting the concentrations of Fe and Mn in 

drinking water. Therefore, this study used four ML models: RF, XGB, DT and GBR to 

predict the iron and manganese content in drinking water in remote Indigenous areas in the 

province of BC, Canada. Meanwhile, this study used a variety of data augmentation 
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methods to address the limited water quality data problem which is the common challenge 

in terms of heavy metal modelling in drinking water.  

2.3.3 Interpretability of machine learning 

The interpretability of models is one of the most critical issues in ML applications. 

Interpretable approaches to the model can allow for explanations of how predictions are 

made. Which simply means, the purpose of interpretability is to turn the behavior of the 

model into understandable causal relations among various factors. Model-agnostic 

explanation systems offer a general framework for interpretability, enabling flexible 

selection based on the model itself, model features, and domain expertise. These model-

agnostic tools enhance the credibility of ML applications in practice. Interpretable tools for 

models can be applied to any ML model after training. Model-agnostic methods, such as 

Accumulated Local Effects (Apley & Zhu, 2020), Local Interpretable Model-agnostic 

Explanations (Wang et al., 2021), and SHapley Additive exPlanations (SHAP) (Baptista et 

al., 2022), typically operate by analyzing feature input and output to provide insights into 

the model's behavior. 

Currently, few studies have applied model interpretability to water quality 

prediction. Research employed RF model and pollution concentration data, including 

nitrate (NO3-N), total phosphorus (TP), and Escherichia coli (E. coli), gathered from 1047 

sampling stations in the Texas Gulf area to predict stream water quality under different 

levels of urban development scenarios. Model interpretation was conducted using the 

SHAP method to explore the influence of urban development patterns on stream water 

quality. The SHAP results highlighted the significance of indicators such as Landscape 

Division Index, Split Index, Maximum Patch Index and Patch Cohesion Index in shaping 
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stream water quality within the context of urban development. The study demonstrated that 

spatial variations in this pattern impact river water quality. The interpretability analysis of 

ML presented in this study suggests that the deterioration in river water quality can be 

attributed to the effects of urban rises (Wang et al., 2021). 

  

2.4 Data augmentation (DA) 

It is widely acknowledged that a substantial sample size is required in the practical 

application of artificial intelligence modeling. When constructing models with insufficient 

data, overfitting is prone to occur, resulting in decreased predictive accuracy and 

overfitting performance (Ma et al., 2023; Shen & Qian, 2022). Limitation hinders the 

ability to effectively interpret the variability of the target variable. 

Data Augmentation (DA) represents a strategy for increasing the quantity of 

training samples (Connor et al., 2021; Iglesias et al., 2022), aiming to ameliorate challenges 

associated with insufficient samples (Shao et al., 2019) and imbalanced datasets (Zhao & 

Yuan, 2021) during the model training process. The generalization capability is enhanced 

through reducing overfitting and expanding the decision boundaries of the model (Fekri et 

al., 2019; Shorten & Khoshgoftaar, 2019). Through the DA process, the newly generated 

samples help to build a more robust and diverse training set, helping ML models learn a 

wider range of patterns, and improve generalization to unseen data. 

 DA methods are mainly divided into two categories: supervised and unsupervised. 

Supervised data augmentation methods include operations such as flipping, rotating, 

cropping, adding noise, SMOTE (Zhang et al., 2023), sample pairing (Inoue, 2018), mixing 

(Zhang et al., 2017) etc. Unsupervised data augmentation methods encompass Generative 
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Adversarial Networks (GAN) (Ma et al., 2023; Zhao & Yuan, 2021) and automatic data 

augmentation (Cubuk et al., 2018). The study involved multiple DA methods to enhance 

small sample datasets.  

The first strategy introduced in this study is the integration of three conventional 

DA methods, namely Numerical Interpolation, Bootstrapping, and Noise Injection. The 

second method is Generative Adversarial Networks (GAN) which is a new technology 

based on the neural network (NN). These DA methods are introduced below. 

2.4.1 Numerical Interpolation 

Numerical interpolation is a commonly used technique utilized in data 

augmentation within ML. This strategy involves interpolating missing data or generating 

additional information from existing data. The process typically utilizes linear or 

polynomial interpretation as well as the nearest neighbor-based-interpolation in order to 

predict values based on the observed data points. 

2.4.2 Bootstrapping 

Bootstrapping is a method used to generate additional training samples by 

resampling the existing dataset.  

When used for data augmentation, Bootstrapping involves selecting subsets from 

the original dataset causing replacement, in turn creating multiple bootstrap samples. Each 

sample is a variation of the original dataset, this introduces diversity to the training set. 

This process is very valuable as it allows generation of additional information without 

gathering new data. 
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2.4.3 Noise Injection 

Noise injection is useful when there is lack of data or little diversity to the data. It 

is a regulation technique used to prevent a model from overfitting to data by exposing it to 

a broader set of input variations.  

In this process, Gaussian noise or random jitters are added to the input data. The 

variation if caused can be applied to different types of data such as images, text or 

numerical data. With the introduction of controlled noise, the model becomes more 

resilient to small variations in the input. This makes it better at picking up on unseen or 

noisy data during training and inference. 

2.4.4 GAN 

Generative Adversarial Network (GAN) is an unsupervised learning algorithm first 

proposed in 2014 by Goodfellow et al. (Goodfellow et al., 2020). GAN is a class of artificial 

intelligence algorithms that consist of a generator and a discriminator of the confrontation 

game. They run the process simultaneously through adversarial training (Shao et al., 2019). 

The process involves the generator creating synthetic samples and the discriminator 

evaluating whether these samples are real or generated. 

So far, data augmentation based on generative adversarial networks has 

predominantly been employed in the domains of image processing (Wang et al., 2019) and 

fault signal generation (Zhao & Yuan, 2021). It is worth noting that numerous research 

works have employed GAN in the medical field (Chen et al., 2020; Srivastav et al., 2021; 

Tyagi & Talbar, 2022). For example, utilizing GAN to augment image data for simulating 

pulmonary nodule shapes in chest X-ray which plays a significant prognostic role in early 

screening for lung cancer (Shen et al., 2023). Qin et al. developed a GAN-based screening 
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methods for melanoma and other skin diseases in dermo copy (Qin et al., 2020). However, 

there is limited research on augmenting small-sample continuous datasets. 

In comparison to traditional data augmentation techniques, this method based on 

synthesis, although involving a more complicated process that typically requires training 

and learning, yields a more diverse set of synthetic samples. 

  

2.5 Discussion and conclusion 

Ensuring drinking water quality and security is a necessary step in the long-term to 

access clean drinking water which is a necessary basic human right. However, First Nations 

communities in Canada are still facing challenges in accessing clean drinking water due to 

the dispersed rural living patterns and specifically heavy metal pollutants in drinking water 

pose great risks to a person’s physical health. It is important to build up a new method to 

detect metal concentrations in drinking water in rural First Nations communities to catch 

missing concentration data results from high-cost and time-consuming deficiencies from 

conventional lab analysis. ML is a potential method to simulate pollutants concentration in 

water, requiring large amounts of data to generate empirical models. Furthermore, this 

method can improve prediction accuracy efficiently by capturing the importance 

information of relevant features and is a better alternative than conventional methods in 

rural Indigenous areas; because they lack resources to utilize conventional methods. The 

performance of ML models is heavily affected by the quality and quantity of training data. 

Data augmentation is necessary to generate reliable synthetic data in a situation where there 

is a lack of water quality data. The applications of ML algorithms in predicting water 

quality and evaluating water security are broadly utilized, however the prediction of heavy 
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metals in drinking water still needs to be explored to fill up the blank of effective and 

reliable alternatives in terms of heavy metals detection in drinking water.     
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Chapter 3 Materials and Methods 

3.1 Data processing and methods 

3.1.1 Data sources and indicators 

 This study involved collecting aggregated groundwater data samples from five 

First Nations communities scattered across the province of British Columbia. The 

monitoring period spanned from 2019 to 2020, with water samples collected approximately 

at equal intervals. Subsequently, common water quality physical indicators and the 

concentrations of iron and manganese were analyzed for each sample, resulting in a total 

of 34 datasets.   

The selected physical indicators, as detailed in Table 3.1—Total Dissolved Solids 

(TDS), conductivity, pH, turbidity, and hardness—were utilized as predictive factors in NI-

BS-NI based data augmentation method, while in the GAN based data augmentation 

method, only pH, turbidity and hardness were used as input factors to accommodate some 

cases where limited input parameters can be detected caused by insufficient equipment in 

the practical scenarios. These chosen physical indicators possess the advantage of being 

detectable on-site using portable meters or simple titration, allowing for the rapid and cost-

effective acquisition of concentration data. 

To achieve a method that eliminates the complexity of laboratory testing processes 

and rapidly obtains metal concentrations, the concentrations of iron and manganese were 

selected in this study as the predicted indicators based on the practicality of the available 

dataset. 
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Table 3.1 Details of water quality physical parameters 

 

Physical 

Parameter 
Unit Description Importance Detection Methods 

TDS mg/L 

The total amount of dissolved 

solids in water, including 

inorganic salts, organic 

substances, and other dissolved 

materials. 

Determines the level of dissolved 

pollutants in water, determining 

water suitability and usage. 

Conductivity or 

evaporation methods 

Conductivity µS/cm 

The ability of water to conduct 

electricity, primarily dependent 

on the dissolved ions present. 

Monitors water salinity, pollution 

levels, and identify sources of 

water contamination. 

Conductivity meters 

pH -- 
The measure of acidity or 

alkalinity in water. 

Affects ecological balance and 

chemical processes, crucial for 

the survival of organisms and 

water safety. 

pH electrodes 

Turbidity NTU 
Indicates the amount and size of 

suspended particles in water. 

Evaluates water clarity and 

visibility, detect potential water 

pollution. 

Turbidity meters 

Hardness mg/L 
Reflects the concentration of 

calcium and magnesium in water. 

Affects water utility, plumbing 

systems, and equipment 

maintenance; crucial for 

sustainable water resource use. 

EDTA titration or 

complexometric 

titration methods 
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3.1.2 Data preprocessing 

Descriptive analysis of the raw data is beneficial for gaining an intuitive 

understanding of the predictor variables and the predicted target before modeling. In many 

instances, the quality of model prediction is directly linked to the raw data. For instance, 

the presence of outliers can significantly impact model results. Thus, conducting a 

descriptive analysis of the predicted target before modeling is a crucial step. In this study, 

the parameter analysis of the model primarily involves handling missing values and 

normalization of the data. 

3.1.2.1. Missing value processing  

The issue of missing data is one of the most common challenges during the process 

of data modelling. Common approaches to handling missing values include direct deletion, 

nearest neighbor imputation, linear regression fitting and so on. However, the effective 

handling of missing values within the model significantly influences the performance of 

the data model. Appropriately selecting suitable methods for dealing with missing values 

plays a crucial role in determining the overall effectiveness of the data model. 

This study used the K-Nearest Neighbors (KNN) method to fill up missing values. 

The basic idea is to estimate the missing values based on the values of their nearest 

neighbors in the feature space (Zhang et al., 2017).  

3.1.2.2 Normalization 

Since the dataset contains variables with different ranges (i.e., the difference 

between maximum and minimum values), mean and standard deviation, data normalization 

is an important preprocessing step. Following the handling of missing values, the input 
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features underwent additional normalization using Equation 3.1. This normalization 

process aimed to standardize all input features, ensuring a consistent distribution of features.                                                                         
                                                                                                                             (3.1)                                                                                                         
 

In the equation, where xi represents the value of input feature i, ݔ∗ is the normalized 

value of the initial xi, μ is the mean of xi, and s is the standard deviation of xi.  

3.1.3 NI-BS-NI based Data Augmentation 

One of the challenges faced in this study is the limited data scale resulting from 

constrained water quality testing conditions in the SRR region. Therefore, data 

augmentation methods need to be set up to extract valuable information from the limited 

training data. 

In the first strategy, we developed Numerical Interpolation-Bootstrapping-Noise 

Injection (NI-BS-NI) based data augmentation method to enhance the original data set. 

This method is a combination involves three traditional DA algorithms, which are 

Numerical Interpolation, Bootstrapping, and Noise Injection. 

In the process of Numerical Interpolation, we interpolated for each feature to 

generate new 40 samples. Due to the limited size of the original dataset, which consists of 

only 34 samples, it is not conducive to generating too much data in this process. 

Introducing the Bootstrapping DA method, 34 original samples were randomly 

selected, resulting in the generation of 66 data sets. In this process, new samples are 

generated while preserving the distribution of the data. 

For data augmentation, Noise Injection is a commonly employed method. Noise 

can take various forms, such as Gaussian noise or uniform noise. Since the dataset 

primarily consists of continuous variables, Gaussian noise is often a preferable choice. 
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With a designated noise level of 0.05, 140 sets of new data were generated. Noise injection 

increases data diversity and helps to improve the generalization ability of the model. 

After each round of data augmentation, the performance of the model was assessed 

using techniques such as cross-validation to determine whether data augmentation 

contributed to an improvement in model performance. 

3.1.4 GAN based Data Augmentation 

The second data augmentation method to generate new data in this study is 

Generative Adversarial Network (GAN). The overall framework is illustrated in Figure 3.1. 

It comprises four steps: dataset construction, GAN sample generation, removal of 

irrelevant values, and cross-validation loop iteration.  

 

 

Figure 3.1 Structure of GAN 

 

The specific process is outlined as follows: 

Step 1：The original set of 34 data instances was divided into training and testing 

sets in an 80/20 ratio. 

Step2：Constructing a GAN model for generating new samples involves two core 

network structures: the Generator and the Discriminator. 
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The Generator's objective is to generate synthetic data that closely approximates 

the real distribution, making it challenging for the Discriminator to distinguish the 

enhanced generated data. Meanwhile, the Discriminator's goal is to determine whether the 

data is real or fake, aiming to effectively distinguish between genuine and synthetic data. 

The Generator and Discriminator engage in an adversarial process, iteratively enhancing 

their respective discrimination or generation capabilities. When the loss functions for both 

the generated and discriminative networks converge, the Discriminator becomes 

reasonably adept at authenticating real samples typically. However, certain generated data 

may still be misclassified as real, which means the Generative has learned the properties 

of real samples and can produce plausible synthetic data. The learning rate is 0.001. The 

batch size is 128 in this process. The optimization during the training of the Generator and 

Discriminator utilizes the Adam algorithm. 

Step 3: Delete the similar samples and unreasonable samples generated in step 2. 

The similar sample removal procedure is based on the Euclidean distance compared with 

the set threshold. The threshold was set at 0.5. 

Step 4: A 3-fold cross-validation approach was applied at each iteration of the GAN, 

as shown in Figure 3.2, to assess the quality of the generated samples. MAEGAN (Mean 

Absolute Error from GAN-generated data) was computed through three-fold cross-

validation, while the MAEtrain was obtained through three-fold cross-validation on the 

training set data from step 1. Subsequently, a comparison between the two was conducted. 

If MAEGAN is smaller than MAEtrain, indicating that the newly generated data exhibits a 

smaller mean absolute error in the three-fold cross-validation process compared to real data, 
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then the generated samples are of higher quality. The iteration concludes when the iteration 

count is greater than or equal to 10, resulting in the final set of data. 

  

 

Figure 3.2 The 3-fold cross validation diagram 

  

By learning the distribution of real samples to generate synthetic data, during each 

training iteration, a set of random noise z ~ N ~ (0,1) is input into the generator to produce 

fake samples. The discriminator assesses the authenticity of the samples and assigns scores. 

The generator's objective is to deceive the discriminator into classifying fake samples as 

real, while the discriminator aims to distinguish between fake and real samples. Through 

adversarial training, the goal is to make the distribution of generated samples approach that 

of real samples. The objective function of GAN is expressed by the following formula: 

                                                                                                                            (3.2) 

In the expressions: Pdata and Pg represent the distributions of real samples x and 

random noise z, respectively. G(z) denotes the generated pseudo samples, D(x) signifies 

the probability of real samples being judged as authentic, and D(G(x)) indicates the 

probability of pseudo samples being judged as authentic. 
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The GAN model incorporates two distinct loss functions designated for training the 

generator and discriminator network. The loss functions of the generator and the 

discriminator are expressed as the mean absolute error (MAE) and the binary cross-entropy 

(BCE). Their definitions are as follows: 

                                                                                                                            (3.3) 

                                                                                                                            (3.4) 

where n represents the sample size,  ݕపෝdenotes the predicted values, ݕ represents the actual 

values, and ݕపഥ  represents the mean of the actual values. 

  

3.2 Machine Learning Modelling 

3.2.1 Model development  

In this study, Python version 3.9 is utilized, and the ML model library is retrieved 

from Scikit-learn. Python is a high-level scripting language that combines interpretability, 

compatibility, interactivity, and object-oriented programming. It is also the most popular 

language for ML, featuring the most comprehensive and up-to-date ML frameworks such 

as TensorFlow, PyTorch, and others.  

In this study, Random Forest (RF), Gradient Boosting Regression (GBR), Extreme 

Gradient Boosting (XGB), and Decision Tree (DT) were selected for modeling by study 

requirements and model characteristics. These 4 integrated tree models have good results 

interpretative, and separately belong to different integration methods. 

After preprocessing and augmenting the dataset, the data points are further divided 

into training and test sets with the same distribution for multiple training sessions. In this 

study, the dataset is divided into a training set and a test set with an 8:2 ratio. 
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Simultaneously, a 5-fold cross-validation method is employed during the model training 

process for validation to avoid overfitting and improve the predictive power of the applied 

ML methods. 

Single-parameter optimization and multi-parameter optimization were both utilized 

in modelling to find the best optimization method in this study. After combing with three 

traditional data augmentation processes, multi-parameter optimization was used to predict 

iron and manganese, while single-parameter optimization was studied after GAN data 

augmentation in ML modelling.   

3.2.2 Model hyperparameter optimization 

Hyperparameter tuning is very important to obtain the best model. The best set of 

hyperparameters plays an important role in model reliability and adaptability. The most 

common methods for hyperparameter tuning include manual search, grid search, and 

Bayesian optimization. In this study, the grid search method is employed for 

hyperparameter tuning, as its precision when dealing with a limited number of feature 

inputs particularly. During the parameter tuning process, model parameter optimization is 

conducted using the average results of the five subsets from each validation iteration in the 

five-fold cross-validation. 
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Figure 3.3 Diagram of five-fold cross-validation 

 

3.2.3 Model evaluation  

For a ML predictive model, classification predictions and numerical predictions 

have different discriminant formulas. The discriminant formulas for predictions of the 

same type generally exhibit a fundamental consistency, which is also a manifestation of 

the model's robustness. Common metrics for evaluating the accuracy of each model include 

the coefficient of determination (R2), root mean square error (RMSE), and mean absolute 

error (MAE). 

RMSE represents the errors between predicted samples and actual samples. MAE 

measures the average absolute difference between the predicted values and the actual 

values in a dataset. Lower RMSE values and MAE values indicate more accurate 

predictions of the model, with 0 being the optimal score (perfect predictions). 

The calculation formulas for RMSE and MAE are shown in Formula 3.5 and 3.6: 

                                                                                                                            (3.5) 

                             

(3.6) 
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            The study also calculated the coefficient of determination (R2) between the 

predicted values and observed values of the test set to assess the quality of the predictions. 

R2 acknowledged the fitting ability of established models. A higher R2 value indicates a 

better fit of the model. 

The formula of the R2 is shown in Equation 3.7: 

                                                                                                                                       (3.7) 

In the above equations, n represents the sample size, ݕపෝ denotes the predicted values, ݕ represents the actual values, and ݕపഥ  represents the mean of the actual values. 

  

3.3 Model interpretability analysis 

This study attempts to use ML interpretability methods to explain and elucidate the 

model's prediction results. Following the more reliable predictions for iron and manganese, 

to further investigate the impact of predictor variables on water quality, it is necessary to 

explore the magnitude, direction (positive or negative), and interactive effects of predictor 

variables on the concentrations of iron and manganese in drinking water. This is beneficial 

for precisely identifying the primary factors contributing to variations in target water 

quality parameters in specific contexts. ML model interpretability methods can effectively 

explain tree models. 

3.3.1 Impact magnitude of predictors 

Feature importance is often the first step in interpreting models in data mining. 

ML's feature importance reflects the magnitude of the impact of features on model 

predictions (Ibrahim et al., 2019). Calling “the feature importance” in the Scikit-learn 
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library allows direct retrieval of feature importance. It ranks features based on their 

frequency of use within the classifier and outputs a graph illustrating their ranking in 

importance. Feature importance is very intuitive thus making it very easy to understand the 

weightings of each feature and recognize their importance on model predictions. However, 

feature importance is model-dependent as such, models that generate rankings differently 

will lead to differing results. Additionally, feature importance does not capture feature 

interactions following that rankings may be influenced by noise within data, ultimately 

resulting in information that deviates from the original situation. 

3.3.2 Interactive effects of predictors 

This study used Partial Dependence Plot (PDP) to investigate the interactions 

between indicators. Other common methods used for revealing the interaction effects of 

predictive factors in ML models include Individual Conditional Expectation (ICE) plots 

(Goldstein et al., 2015) and Local Interpretable Model-agnostic Explanations (LIME) plots 

(Ribeiro et al., 2016). PDP illustrates the marginal effects between one or two features and 

the prediction outcomes of the ML model, showing whether the relationship is linear, 

monotonic, or more complex (Nie & Wager, 2021; Yan et al., 2020). Unlike feature 

importance in header 2.3.1, which indicates the numerical magnitude of a feature's impact 

on the model, PDP presents the relationship between features and the impact on prediction 

outcomes. This paper considers the impact of individual factors on prediction outcomes 

and the combined effects of two factors, specifically examining the synergistic effects of 

two features on predictions. 

Partial Dependence Plots are intuitively defined, easy to understand, highly 

interpretable, and computationally efficient. They can effectively explore the joint impact 
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of two features on the model's predictions. However, their drawback is that they can 

describe the impact of only two features simultaneously. Moreover, when there is a strong 

correlation between two features, the results may exhibit bias. 

3.3.3 Impact direction of predictors 

When we understand that a certain predictor has a significant impact on water 

quality parameters, it is even more important to know the direction of this impact, in 

other words, as this predictor increases, do the water quality parameters increase or 

decrease.In this context, we utilize SHapley Additive exPlanations (SHAP) plots to 

observe the positive and negative impacts as well as the magnitudes. SHAP values are 

based on cooperative game theory and Shapley values (Winter, 2002), assigning a value 

to each feature based on its marginal contribution to different possible feature 

combinations. Additionally, it provides the contribution of each feature data point to the 

predicted value (Lundberg & Lee, 2017). Thus, it can be applied to individual 

predictions.  

Feature importance as mentioned in 3.3.1 provides a high-level overview of the 

relevance of features across the dataset. SHAP values offer a detailed breakdown of how 

each feature contributes to a specific prediction, considering interactions among features. 

Both can be valuable tools for model interpretation and gaining insights into the factors 

driving model predictions. 
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Chapter 4 Results and Discussion 

4.1 NI-BS-NI Based Modelling 

4.1.1 Statistical analysis 

4.1.1.1 Statistical summary 

Statistical analysis plays a foundational role in subsequent model establishment and 

interpretable analysis. Statistical information of the data can intuitively demonstrate the 

data distribution, dispersion, and central tendency. Based on the data characteristics and 

information, adjustments can be made to the ML modelling operation. 

In this study, statistical analysis is performed on both the raw data and the 

augmented data to examine the reliability of data augmentation methods. This involves 

assessing whether the data augmentation is based on the characteristic distribution 

properties of the raw data, rather than generating data unrelated to the original dataset and 

leading to untrustworthy predictive outcomes. 

Tables 4.1 and 4.2 respectively present the statistical information of the five 

predictive factors and the predicted indicators of raw data and the data after augmentation 

through three traditional methods. The data has increased from 34 sets to 276 sets. The data 

covers a wide range, allowing for robust model results with strong generalization 

capabilities. 
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Table 4.1 Statistical summary of raw data 

TDS 

(mg/L) 

pH Conductivity 

(μS/cm) 

Turbidity 

(NTU) 

Hardness 

(mg/L) 

Fe 

(mg/L) 

Mn 

(mg/L) 

count 20 34 20 34 34 34 34 

mean 325.050 8.164 535.300 1.735 174.521 0.187 0.195 

std 196.970 0.232 315.613 3.477 120.023 0.411 0.342 

min 89.000 7.740 163.000 0.050 0.510 0.003 0.0001 

25% 240.750 7.968 369.750 0.173 82.625 0.011 0.003 

50% 299.500 8.175 483.500 0.235 155.000 0.036 0.030 

75% 345.000 8.385 567.750 0.875 260.500 0.158 0.203 

max 870.00 8.480 1400.000 14.000 470.000 2.170 1.160 

  

Table 4.2 Statistical summary of NI-BS-NI augmented data 

TDS 

(mg/L) 

pH Conductivity 

(μS/cm) 

Turbidity 

(NTU) 

Hardness 

(mg/L) 

Fe 

(mg/L) 

Mn 

(mg/L) 

count 276 276 276 276 276 276 276 

mean 287.282 8.158 480.981 1.646 176.618 0.182 0.193 

std 161.066 0.229 255.833 3.223 114.049 0.382 0.317 

min 88.915 7.587 162.963 0.0001 0.510 0.0001 0.0001 

25% 146.089 7.960 265.356 0.172 93.516 0.011 0.003 

50% 260.000 8.170 470.000 0.240 157.015 0.062 0.041 

75% 348.585 8.379 570.000 0.908 258.979 0.158 0.245 

max 870.052 8.499 1400.038 14.088 470.078 2.262 1.232 
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It can be observed that after data augmentation, the trend statistics (mean and percentiles), 

the measures of dispersion (standard deviation), and the distribution statistics (maximum and 

minimum values) are relatively consistent compared to raw data, falling within a reasonable range. 

This proves the effectiveness of using this method for data augmentation. 

 Figure 4.1 shows the comparison boxplot of the raw data and the new data 

generated after the NI-BS-NI data augmentation. Figures show the distribution of the data, 

including the median, the upper and lower quartiles, and other information intuitively. The 

results showed that the data augmentation operation had no obvious effect on the data 

distribution, and 25% -75% of the data of each factor are still concentrated, and no obvious 

outliers appeared. 
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Figure 4.1 Comparison boxplots of raw data and NI-BS-NI augmented Data 
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4.1.1.2 Correlation analysis 

For the original and augmented data, a correlation analysis of the data was 

conducted to detect the correlation between numerical independent variables. Pearson 

correlation coefficient heatmaps were generated, as shown in Figure 4.2. 

As we can see, the correlation coefficient between Hardness and Conductivity is 

0.87 (raw data). The strong correlation between them may be attributed to the influence of 

dissolved substances in water. Dissolved minerals such as carbonates, sulfates, and 

chlorides in water enhance the hardness in water, meanwhile, the water's conductivity also 

increases because calcium and magnesium irons commonly exist in hard water. Therefore, 

hardness and conductivity exhibit a positive correlation. Similarly, hardness shows strong 

correlation with TDS may be caused by calcium and magnesium irons can also react with 

other substances in the water to form a precipitate or suspended substances to increase the 

TDS.  

In addition, there is a strong correlation between the concentration of iron and 

turbidity. The correlation coefficient is greater than 0.8. 

The reason for the strong correlation between iron concentration and turbidity in 

water may be because iron in the form of suspended particles in water increases the 

turbidity, which is the measure of suspended particles. 

The correlation between other variables is not significant strong, which means that 

most variables contain unique information, and there is no excessive information overlap. 
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  Figure 4.2 Pearson Correlation Heatmap of (a)raw data (b) NI-BS-NI augmented Data 
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4.1.2 Model results 

Table 4.3 Performance of NI-BS-NI based models and best hyperparameters 

Model 
Output 

Variable 
Best Parameters 

Train 

R2 

Test   

R2 

Train 

RMSE 

Test 

RMSE  

RF Fe 

{'max_depth': 40, 

'min_samples_leaf': 1, 

'min_samples_split': 5, 

'n_estimators': 10} 

0.992 0.969 0.035 0.040  

RF Mn 

{'max_depth': 30, 

'min_samples_leaf': 1, 

'min_samples_split': 2, 

'n_estimators': 20} 

0.968 0.943 0.055 0.093  

XGB Fe 

{'learning_rate': 0.1, 'max_depth': 

20, 'n_estimators': 100, 'subsample': 

0.7} 

1 0.974 0.002 0.036  

XGB Mn 

{'learning_rate': 0.1, 'max_depth': 

10, 'n_estimators': 100, 'subsample': 

0.7} 

0.9999 0.933 0.002 0.101  

GBR Fe 

{'learning_rate': 0.1, 'max_depth': 

20, 'min_samples_leaf': 4, 

'min_samples_split': 2, 

'n_estimators': 50} 

0.999 0.969 0.01 0.04  

GBR Mn 
{'learning_rate': 0.1, 'max_depth': 

20, 'min_samples_leaf': 4, 
0.9999 0.979 0.002 0.056  
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'min_samples_split': 5, 

'n_estimators': 100} 

DT Fe 

{'max_depth': 50, 

'min_samples_leaf': 2, 

'min_samples_split': 2} 

0.997 0.95 0.022 0.051  

DT Mn 

{'max_depth': 50, 

'min_samples_leaf': 2, 

'min_samples_split': 2} 

0.992 0.976 0.027 0.06  

  

After augmenting the raw data by using NI-BS-NI method, this study used four ML 

algorithms, which includes Random Forest (RF), Extreme Gradient Boosting (XGB), 

Decision Tree (DT) and Gradient Boosting Regression (GBR) to predict iron and 

manganese concentration in drinking water and find the best parameters during modelling 

to obtain the best performances of each model.  

The results of the modelling achieved good results as shown in Table 4.3. 

Compared with the other three models, GBR has the best performance in all the simulation 

results. In row GBR the Train R2 of iron and manganese are just neath of 1, and Test R2 

achieved ideal results, which are 0.969 and 0.979 respectively. And RMSE are all lower 

than 0.01, and as such, the errors between predicted data and actual data are minimal.  

Although XGB has the highest Train R2 result, the Test R2 is comparatively low 

compared to the training results, when predicting manganese XGB scores especially low 

in R2 (0.933), which may cause by overfitting phenomenon. Besides, the Test RMSE of 

XGB model didn't show a good result in terms of predicting Mn concentration 

(RMSEMn=0.101). In addition, the performance of RF and DT models showed 



51 
 

comparatively poor simulation performance, reflected in lower R2 and higher RMSE scores. 

A possible reason may stem from the fact that RF and DT models are primitive compared 

to GBR model; as such, they perform poorly when simulating data with non-linear and 

complex characteristic relationships.  

In addition, scatter diagrams and regression lines of four models in predicting iron 

and manganese were also produced to visualize the performances of simulation, as shown 

in Figures 4.3-4.6. These diagrams show the consistency of predicted values and actual 

values of metals concentration. According to the given reference line in the diagrams, all 

4 models present great predicative performances, which are expressed in scatter points 

being close to reference lines in each diagram. The GBR model showed excellent 

performance in predicting Fe and Mn, as shown in Figure 4.5, most scattered points fell on 

the reference line. 

 

 

 

  

 

 

 

 

 

 

 

Figure 4.3 Scatter regression plots of (a)Fe (b)Mn of DT 
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              Figure 4.4 Scatter regression plots of (a)Fe (b)Mn of RF 

  

  

  

   

  

  

  

  

  

  

 

             Figure 4.5 Scatter regression plots of (a)Fe (b)Mn of GBR 
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                 Figure 4.6 Scatter regression plots of (a)Fe (b)Mn of XGB 

 

4.1.3 Interpretable analysis 

4.1.3.1 Feature importance 

In this section, the best model GBR in predicting iron and manganese was selected 

to present the effect of the 5 predictors on Fe and Mn concentration. Obtaining feature 

importance by directly calling the 'feature_importance' in the model to output Feature 

Importance Ranking Plots, as shown below. 

Figure 4.7 shows the ranking of 5 input predictors feature importance in predicting 

Fe and Mn, also can be explained as the ranking of the influence size of each feature. From 

top to bottom, the importance of each features decreases gradually. For the Fe prediction, 

turbidity has an outstanding impact, with the importance scores over 0.8. Followed by 

hardness, TDS, conductivity and pH, with low importance. Likewise, to Mn prediction, 
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conductivity is the most important feature, followed by hardness and turbidity, also show 

some impact to Mn prediction. TDS and pH still show little importance as they do to iron.   

 

 

Figure 4.7 Feature importance of GBR model after NI-BS-NI augmentation 
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4.1.3.2 Partial dependence  

In this section, the dependence of each feature on the metal’s prediction will be 

explained. The explanation of how each feature affects the prediction distinguishes partial 

dependence from feature importance discussed in section 3.3.1.  

Take XGB model in this simulation as example, the 5 partial dependence plots were 

created to explain the effect of the 5 input features on iron and manganese concentration. 

In Figure 4.8, the x-axis represents the range of variation of each input variable, the y-axis 

means the predicted values. 

The partial dependence plot proves the result we obtained from correlation analysis: 

iron and turbidity show great correlation and have little correlation with other features. As 

shown in Figure 4.8, the predicted iron concentration increases significantly with the 

increase of turbidity. For TDS, pH, conductivity and hardness, the iron concentration stays 

in the horizontal state basically, indicating that these four physical characteristics have very 

limited impact on the iron concentration.  

From the dependence plot of manganese, the partial dependence of all 5 features 

shows greater effect compared to iron partial dependence: the Mn values fluctuates in every 

plot. Mn concentration decreases from 0.3 to 0.1 mg/L with the TDS increases until 400 

mg/L, then stabilizes at around 0.1. The concentration of pH and manganese show a small 

negative correlation. As for conductivity, it shows a significant positive correlation, the Mn 

concentration increases from 0.1 to 0.4 mg/L rapidly when the conductivity changes from 

300 to 600 µS/cm. The Mn concentration generally increases with the turbidity increases 

as shown in the figure. When hardness is around 250 mg/L, the concentration of Mn peaks 

at about 0.35mg/L. 



56 
 

 

 

Figure 4.8 Partial Dependence Plots of XGB model 
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Figure 4.9 Two-way Partial Dependence Plots of XGB model 

 

After analyzing the individual features partial dependence, the synergistic effect of 

two factors on the prediction of iron and manganese also need to be considered. According 

to the correlation analysis in section 4.1.1.2, most of the indicators show generally low 

correlations. Thus, it is significant to explore the combined effect of two variables to 

predictive values. Figure 4.9 shows two-way partial dependence of GBR model to iron and 

manganese prediction. By the horizontal and vertical axes represent the variation range of 

the two features, and the third dimension is represented by the color differences: the yellow 
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color block shows the greater predicted concentration, and purple indicates a small 

concentration. 

By the common influence through two features, the greater the turbidity and the 

less the hardness, causing the greater the concentration of iron. The combined effect of 

TDS and hardness had little effect on iron concentration. When the turbidity is greater than 

6 NTU and the TDS is greater than about 320 mg/L, the iron concentration will increase to 

0.8 mg/L or above. For manganese, the concentration is maximum with increasing 

conductivity and a hardness between 250-280 mg/L. The synergy between the turbidity 

and the conductivity plot indicates that the greater their concentration, the greater the 

concentration of manganese. However, the combined effect of hardness and turbidity had 

little effect on the manganese concentration. 

4.1.3.3 SHAP analysis 

                   

Figure 4.10 SHAP summary plot of Fe of GBR model 
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             In this section, the importance of each feature will be expressed by SHAP value. 

Figure 4.10 indicates the ranking of average impact on model output magnitude determined 

by the mean absolute value of the SHAP (|SHAP value|). In the five input features, the 

effect of turbidity is most pronounced for iron prediction, next by hardness and TDS, with 

an equal magnitude of impact. The predicted effect of pH and conductivity on iron is not 

obvious. 

  

 

 

 

 

 

 

Figure 4.11 SHAP scatter diagram of Fe of GBR model 

 

Detailed explanation will be analyzed by SHAP scatter diagram as shown in Figure 

4.11. The horizontal axis represents the different SHAP values, while positive values 

represent the positive effect of the sample on the prediction, and negative values represent 

the negative effect. Crowded areas indicate a large number of samples gathered together. 

Color indicates the size of values: red indicates high feature values and blue indicates low 

feature values. Turbidity shows a positive correlation with SHAP value for the iron 

prediction. The impact on Fe prediction is greatly affected by large turbidity values with 

SHAP values obviously increase. In addition, the impact of hardness and TDS are similar 

to turbidity, but a portion of their samples are concentrated around the 0 value of SHAP, 
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so they have much less impact on the prediction of Fe. The variation of pH and conductivity 

barely affects the prediction of Fe, as such the majority of samples clustered around the 0 

value of SHAP. 

  

Figure 4.12 SHAP summary plot of Mn of GBR model 

 

Figure 4.13 SHAP scatter diagram of Mn of GBR model 
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Conductivity is the least important factor in the prediction of Fe, conversely, it 

shows the most important effect for Mn prediction as shown in Figure 4.12. Then followed 

by hardness, turbidity, TDS and pH. Among these features, pH and TDS tend to have less 

effects to the prediction of both Fe and Mn. From Figure 4.13, we can see the values in the 

middle (purple color) among all the conductivity values tend to have a positive correlation 

regarding the impact of Mn prediction. As for the hardness, the lower the value, the less 

the effect on Mn prediction. Most of the negative turbidity values cluster on the negative 

side of the SHAP value, which means the lower the turbidity value, the more likely it is to 

show a negative correlation. Most of the TDS and pH values concentrate around 0 SHAP 

values, indicating the effect to Mn prediction is low. 

  

4.2 GAN Based Modelling 

Single-parameter data augmentation was applied to GAN data augmentation 

method: the process of generating synthetic data of iron and manganese were analyzed 

separately.  

4.2.1 Statistical analysis 

4.2.1.1 Correlation analysis of iron 

As Figure 4.14 shows, the correlation coefficients of iron and turbidity is 0.83, 

showing the strongest correlation in this heatmap. pH shows some correlations with iron 

and turbidity, with the correlation coefficients are 0.4 and 0.47, respectively. 
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Figure 4.14 Pearson Correlation Heatmap of Fe in GAN 

4.2.1.2 Correlation analysis of manganese 

Compared with iron, in the Pearson Correlation Heatmap of manganese, the 

correlation between every parameter is not very significant. Turbidity and pH show the 

same correlation as in Figure 4.14, with the correlation coefficient is 0.47. 

 

   

 

 

 

 

 

 

 

Figure 4.15 Pearson Correlation Heatmap of Mn in GAN 
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4.2.2 GAN sample generation 

4.2.2.1 GAN sample generation for iron  

After the GAN training, 1920 samples were generated initially. The maximum 

iteration was set as 10 to acquire effective synthetic data and less time and there were 1000 

samples generated each iteration. The epochs and batch size were set as 15 and 128. There 

were 1740 samples of them that were identified as correct samples by the Discriminator in 

the process of GAN samples generation. However, 1516 generated samples were deleted 

because of high similarity and 1 sample with negative values also needed to be withdrawn. 

No out-of-range samples in the generation process were found. As a result, a total of 223 

sets of iron and its three predictive parameters samples remained to be discussed in the next 

ML process.  

  

Figure 4.16 Iron-cross-validation error and best error during loop iteration 
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4.2.2.2 GAN sample generation for manganese 

Like the process of generating iron related data, 1920 samples were generated 

initially. The maximum iteration was set as 10 and 1000 was set to be the generated samples 

each iteration. The epoch and batch size were also set as 15 and 128. There were 1079 

samples of them were identified as correct samples by discriminator and 800 generated 

samples were deleted because of high similarity and no out-of-range samples or negative 

values in the generation process were found. In total, 276 sets of samples remained finally. 

  

Figure 4.17 Manganese-cross-validation error and best error during loop iteration 

 

Figures 4.16 and 4.17 are the demonstrations of iron-cross-validation error and best 

error during loop iteration and manganese-cross-validation error and best error during loop 

iteration. These two figures show similar trends. The best cross-validation error of the 

synthetic data for both figures slightly reduced during the process of iterations and loops, 
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which indicates the improvement of the augmented data quality. In addition, the cross-

validation error overall remains at a similar level at the end. A possible reason could be the 

GAN model had leaned the characteristics of the data and reached the apex of performance.  

4.2.3 Model results 

4.2.3.1 Model results of iron prediction 

Four ML methods were utilized to simulate iron prediction, with the GAN 

augmented data. Performance results and best parameters for iron prediction of each model 

are shown in table 4.4, and the visualized model results are shown as scatter figures in 

Figure 4.18.  

From the results of RF, XGB, GBR, and DT models, the GBR model shows the 

best performance in predicting iron concentration, with the train R2, test R2, train RMSE, 

and Test RMSE score at 0.999, 0.994, 0.002, and 0.037, respectively. Besides, RF, XGB 

and GBR models all achieved great performance: the train and test R2 of these 3 models 

are greater than 0.99, indicating a great fitting ability; the train and test RMSE are all less 

than 0.04, reflecting small errors between predicted samples and actual samples. From the 

scatter figures 4.18, most of the training and testing data fell very close to the regression 

line.  
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              Figure 4. 18 Scatter regression plots of (a) RF; (b) XGB; (c) GBR; (d) DT for Fe 

prediction 
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Table 4.4 Performance of GAN based models and best hyperparameters for Fe prediction 

Mode

l 
Best Parameters 

Train 

R2 

Test   

R2 

Train 

RMSE 

Test 

RMSE  

RF 

{'max_depth': 40, 

'min_samples_leaf': 1, 

'min_samples_split': 2, 

'n_estimators': 50} 

0.996 0.996 0.029 0.030  

XGB 

{'learning_rate': 0.05, 'max_depth': 

10, 'n_estimators': 100, 'subsample': 

0.9} 

0.999 0.996 0.014 0.031  

GBR 

{'learning_rate': 0.1, 'max_depth': 

40, 'min_samples_leaf': 2, 

'min_samples_split': 5, 

'n_estimators': 100} 

1 0.994 0.002 0.037  

DT 

{'max_depth': 10, 

'min_samples_leaf': 4, 

'min_samples_split': 5} 

0.980 0.991 0.068 0.043  

  

4.2.3.2 Model results of manganese prediction 

For manganese prediction using GAN augmented data, the GBR model has the best 

performance, same as the results for iron prediction. The train R2, test R2, train RMSE, and 

test RMSE all acquired the best scores among these 4 models, which are 0.9995, 0.988, 

0.005 and 0.028, reflecting excellent simulation process and accurate prediction for 

manganese. However, RF didn't show great simulation this time compared to its other 

performances in this study, with test R2 is only 0.819 and test RMSE is greater than 0.1.    
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Table 4.5 Performance of GAN based models and best hyperparameters for Mn 
prediction 

Model Best Parameters 
Train 

R2 

Test   

R2 

Train 

RMSE 

Test 

RMSE  

RF 

{'max_depth': 30, 

'min_samples_leaf': 1, 

'min_samples_split': 5, 

'n_estimators': 10} 

0.936 0.819 0.055 0.108  

XGB 

{'learning_rate': 0.1, 'max_depth': 

20, 'n_estimators': 20, 'subsample': 

0.8} 

0.941 0.929 0.053 0.068  

GBR 

{'learning_rate': 0.1, 'max_depth': 

20, 'min_samples_leaf': 4, 

'min_samples_split': 10, 

'n_estimators': 100} 

0.9995 0.988 0.005 0.028  

DT 

{'max_depth': 20, 

'min_samples_leaf': 1, 

'min_samples_split': 5} 

0.992 0.975 0.020 0.040  
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Figure 4.18 Scatter regression plots of (a)RF; (b)XGB; (c) GBR; (d) DT for Mn 
prediction 

 

4.2.4 Interpretable analysis 

4.2.4.1 Feature importance 

Feature importance ranking will be presented by the best model GBR in predicting 

both iron and manganese after GAN augmentation. From Figure 4.20, turbidity is the only 

significant impact on the iron prediction, with the importance scores close to 1. The effect 
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of pH and hardness is negligible. As for Mn prediction, hardness is the most important 

feature, followed by turbidity and pH, showing some impact to Mn prediction, but scored 

below 0.2 in both.  

  

  

Figure 4.19 Feature importance of GBR model after GAN augmentation 
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4.2.4.2 Partial importance 

            The dependence of pH, turbidity and hardness to iron and manganese prediction 

will be discussed below. Take the best model, GBR as an example. As shown in Figure 

4.21, the predicted iron concentration increases significantly with the increase of turbidity, 

correspondent to the feature importance. However, pH and hardness didn't show obvious 

partial dependence to iron prediction. In the manganese partial dependence plots, there is 

a small negative correlation between pH and manganese; with the increase of turbidity, the 

manganese concentration fluctuates suddenly only to drop down when turbidity is around 

2 NTU and then increases gradually. Moreover, the predicted manganese content has a 

dramatic positive correlation with hardness ranging from 0 to 400 mg/L.   

 

 

Figure 4.20 Partial Dependence Plots of GBR model 
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            Figure 4.22 indicates the two-way partial dependence correlations based on GBR 

model. The common influence through pH and turbidity to the iron concentration is regular, 

this is shown by the increase of iron concentration of around 0.2mg/L for every 2 units of 

turbidity. The combined effect of hardness and turbidity also shows a similar pattern: with 

the change of hardness or pH, the concentration of iron has very limited reflections. As for 

manganese, the maximum concentration happens when turbidity is about 2.4 NTU and 

hardness is about 260-300 mg/L. The combined effect of pH and turbidity or pH and 

hardness doesn't show significant effect to manganese prediction.  

 

  

Figure 4.21 Two-way Partial Dependence Plots of GBR model 
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4.2.4.3 SHAP analysis 

Figure 4.23 represents the average impact size of pH, turbidity and hardness on iron 

and manganese prediction ranked by SHAP values. For manganese prediction, hardness is 

the most significant effecting factor, followed by turbidity and pH. Turbidity is the most 

important factor affecting the iron amount and the predicted effect of pH and hardness on 

iron shows limited impact represented by SHAP values less than 0.04. 

  

  

  

Figure 4.22 SHAP summary plot of GBR model after GAN 

  

Figure 4.24 represents the SHAP scatter diagrams of iron and manganese SHAP 

analysis. There is absolute evidence of a positive correlation between turbidity and SHAP 
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values on iron prediction, represented with the increase of the amounts of turbidity, the 

impact of turbidity on iron output shifts from negative to positive gradually. Hardness also 

shows a similar positive correlation, however, compared with turbidity, the influence level 

is much smaller, and a large amount of hardness samples gathered around 0, which means 

those samples have little impact on iron prediction. Same as pH, most of the samples have 

negligible effect but only some large readings of pH show some impact on iron output.  

  

  

Figure 4.23 SHAP scatter diagram of GBR model after GAN 

 

             As shown in manganese SHAP scatter diagram, hardness and turbidity indicate 

positive correlations with SHAP values while pH shows a very limited negative correlation. 

Additionally, most of the turbidity samples clustered around 0-0.1 on the x-axis and some 
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low values (blue points) fell on the left side of the horizontal axis, indicating most of them 

have a minor impact on model output; however, some small pH values have a negative 

impact in predicting manganese. 

 

4.3 Graphical user interface  

           Prediction application was developed to be utilized in reality for iron and manganese 

prediction. Figures 4.25 and 4.26 represent two graphical user interfaces of applications 

utilized two different technologies explored in this study. This process was completed on 

MATLAB software. 

           The graphical user interface based on GAN technology shows more application 

prospects. There are two main reasons: (1) Only 3 input parameters need to be measured 

ahead to predict iron and manganese concentrations; (2) Compared to traditional data 

augmentation methods, GAN shows it powerful diverse synthetic samples generation 

ability, given its AI algorithm. 
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Figure 4.24 Graphical user interface with 5 parameters 

 

Figure 4.25 Graphical user interface with 3 parameters 
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Chapter 5 Conclusions 

5.1 Research summary 

In this study, the drinking water prediction models of Iron and Manganese 

concentration in BC's small, rural and remote First Nations communities were investigated 

using ML. Multiple data augmentation methods were developed to acquire effective 

synthetic data. Five physical indexes which are TDS, conductivity, pH, turbidity, and 

hardness were selected to serve as predictive values, namely input parameters. The model 

results of 4 ML algorithms were compared to selecting the best optimum model to develop 

the prediction interface for the visualization. Statistical analysis and interpretable analysis 

were also conducted to collect information on the correlation and importance of the 

predicted values. The main findings of this study are as follows: 

(1) According to the trend statistics, the measures of dispersion, the distribution 

statistics analysis, and cross-validation, Numerical Interpolation-Bootstrapping-Noise 

Injection (NI-BS-NI) based data augmentation and GAN based data augmentation both 

synthesized reliable data for modelling.  

(2) Two models based on different augmented data and predictors were developed 

in this study. Considering GAN based model the better one to be applied in the prediction 

tool.  

(3) The GBR model performed the best for both NI-BS-NI based modelling and 

GAN based modelling in predicting iron and manganese. The Train R2 of two models are 

just neath of 1, and Test R2 achieved very ideal results. All the RMSE scores are below 

0.06. The ideal evaluation results prove the excellence and effectiveness of the GBR model. 



78 
 

(4) Iron and turbidity show great correlation and have little correlation with other 

features. In addition, manganese concentration shows a significant positive correlation with 

conductivity. 

(5) For the iron prediction, turbidity has an outstanding impact, with the importance 

scores over 0.8. Followed by hardness, TDS, conductivity, and pH. As for manganese 

prediction, conductivity is the most important feature, followed by hardness and turbidity. 

 

5.2 Limitations and future research  

In this study, the prediction of Fe and Mn concentration in drinking water of First 

Nations SRR areas in BC using ML was investigated to access Fe and Mn concentration 

on site rapidly, saving the time and costs needed to send them to laboratory tests. Although 

this attempt demonstrated ideal models during experiments, its feasibility of predicting Fe 

and Mn in practical field applications has not been verified. There are still some steps we 

can take to make this method really applied for the actual water quality detection. 

Recommendations for the follow-up optimization and possible future studies are listed as 

follows:  

(1) Due to the very limited water quality data, only 2 heavy metal pollutants, iron 

and manganese were investigated in this study. In the future, more water quality data 

should be collected, combined with data augmentation methods, more kinds of pollutants 

should be involved to achieve fast and accurate detection. The prediction is not limited to 

only heavy metal pollutants, other hard-to-get pollutants, such as E. coli, organic matters, 

can also be predicted.  
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(2) The prediction method developed in this study needs to be verified in actual 

presence. The predicted values acquired by using the decision tool should be compared 

with true values measured in lab to verify its effectiveness and reliability. 

(3) Turbidity, which is the one predictive parameter in this study, is dependent on 

the form of iron. The water samples were collected from the groundwater, containing more 

ferrous iron (Fe2+) due to limited oxygen. While travelling to the lab, ferrous iron was 

oxidized to ferric iron (Fe3+) due to exposure to air. Then the solubility in the water samples 

decreased, affecting turbidity values. In this study, the models were established based on 

the laboratory water samples data. However, in actual use, all input index data will be 

obtained immediately by field meters, so it needs to be explored whether there is an impact 

on the accuracy of the prediction results in practical applications.  

(4) In GAN data augmentation process, the cross-validation error didn’t show an 

obvious reduction in the trend could also be caused by insufficient data or the inherent 

complexity of the data. This will be clarified if more raw sampling data can be acquired.  

(5) In future study, adding and adjusting different input parameters for modelling 

is worthy of consideration. The reason is unknown correlations between different physical 

or chemical parameters might help build up better models due to the interactive correlations 

between input values and predicted values. 
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